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Abstract:  

At present, the impact of AI on research in the field of social sciences is gradually attracting attention from the academic 

community. It has become a trend and made some progress to evaluate the risk of recidivism by quantitative means. 

However, actuarial assessment, dynamic risk factor assessment and other means take model driven as the basic method, and 

use human subjective hypothesis to fit the data with unknown distribution pattern, which reduces the objectivity, stability and 

accuracy of the conclusion to a certain extent, this is the bottleneck which restricting the research in this field. Based on the 

idea of data-driven, the author uses the dynamic tracking data of 26020 released persons within three years, combined with 

an ensemble learning method of Stacking, to establish a Intelligent recidivism risk prediction model. This scheme can 

overcome the limitations of artificial prediction method; mine the potential association relations and mapping rules in the 

data. At the same time, the author confirms this model is a more reliable and robust method for recidivism prediction than 

Random Forest model in terms of prediction accuracy, ACU area, elimination of over fitting, small sample learning and other 

indicators. This model achieves comprehensive performance improvement by adding multiple weak classifiers, so it will be a 

more efficient prediction method of recidivism based on big data in the future. 
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INTRODUCTION 

AI has become the driving force behind a new round of technological and industrial revolution. It not only affects the natural 

science field but also promotes the transformation of social science research methods. Repeated crime, also known as 

recidivism, refers to the act of being sentenced for violating the criminal law and being sentenced for a crime again after 

returning to society with the end of sentence or release. The traditional risk assessment of prisoners' recidivism is using the 

scale evaluation method which based on model driven. Firstly, random samples are selected, and then the statistical method is 

used for feature extraction, finally, the indicators such as whether the prisoners are dangerous, dangerous degree and risk type 

are quantified[1-2]. As shown in Figure 1, from a worldwide perspective, the research in the field of recidivism risk prediction 

can be roughly divided into five stages: 1. From the 1950s to the 1970s, in this stage, quantitative analysis based on deductive 

reasoning has not been widely used. Based on the intention of description and understanding, the researchers make a follow-up 

observation on the certain quantity criminal individuals for a certain period of time, and summarize the research conclusions as 

views and experiences. 2. From the second stage, that is, after the 1980s, quantitative research has been widely used in the field 

of recidivism risk prediction. In this stage, the research pays more attention to the strict quantitative experiments, adds more 

factual basis and restrictive conditions, and its research conclusions are more widely recognized. At the same time, the 

introduction of the control group effectively improved the persuasion of the research conclusions and views. 3. The 1990s is 

the third stage, in this stage the risk of recidivism is comprehensively assessed by combining static risk with dynamic demand. 

4. After the 21st century, the fourth research stage is the combination of recidivism risk assessment and individual analysis. 

The research in this stage is mainly based on the "Risk-Demand-Response (RNR)" model standard established by the United 

Kingdom and the United States. At this stage, quantitative prediction tools are widely used, such as CHR-20, which is used to 

assess the risk of violent crime, and Reactions on Display (RoD), which is used to assess the risk of recidivism of mental 

disorders. These individualized quantitative research methods have been preliminarily recognized by the academic community 

and applied in judicial practice to a certain extent, but there is still no consensus on its reliability [3-6]. 5. After years of 

development, the quantitative research on the risk prediction of recidivism has made remarkable achievements. Its optimistic 

prospect has been recognized by the academic and judicial circles, but it still can not make breakthrough. It can see that the 

quantitative analysis method has been widely used in the research field of recidivism prediction since the 1980s. Through the 

use of statistical and mathematical analysis, the ability to abstract and summarize the research objectives has been improved, 

and various causal relationships within the phenomenon of recidivism can be accurately analyzed. The basic operation process 

is to first establish a mathematical model based on experience, and then use the hypothetical model to fit the collected data, 

calculate a variety of indicators and values of the target object, and finally make an analysis conclusion. The source power of 

the research method is still model driven [7]. However, it is very difficult to accurately fit the real data with the pre assumed 

model, and there are also great accidental factors, which are the main reasons for the long-term stagnation of research in this 

field. With the rapid development of Internet technology and the improvement of computer computing ability, people can use 
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the network to obtain large-scale data, and through computer-aided completion of in-depth exploration of data, deeply grasp 

the distribution law of data, and create new computable methods based on the characteristics of data to complete the prediction 

of recidivism risk [8]. Therefore it can believe that the fifth stage of development is to adopt a data-driven assessment approach, 

which excavates objective principles and basis in a certain scale of sample space, accurately predicts the recidivism risk of 

target individuals, and promotes the research in this field to make breakthrough progress with the help of big data and machine 

learning. 

 
Figure 1. The development of research on recidivism risk prediction 

Machine learning is a new discipline based on pattern recognition and computer learning theory. Its basic idea is to construct 

statistical model by using large-scale training data, that is, to learn how to complete the task from the data, and then judge and 

predict the events in the real world through the experience gained by learning. Statistical model is composed of training data 

and the process of predicting new data based on training data. The task of machine learning is to find some optimization 

program to minimize the error of the model based on the training data set. Different optimization procedures are called learners 

or classifiers, such as Decision Tree classifier (DTC), K-Nearest Neighbor (KNN) classifier, Naive Bayesian Model (NBM) 

classifier, etc. [6,9]. For constant 0a , a learner B  selects a part of samples from the input data set D  for training, and 

obtains the prediction model h , if the prediction error of h  is less than a-
2

1
, that is, the prediction accuracy of h  is 

more than half (the performance is better than random guess), then B  is called the weak learner of Boolean function f (0-1 

problem to judge whether an individual has recidivism risk). In this task of recidivism risk prediction, DTC, KNN and NBM 

are all weak learners [10-11]. Although it can be determined that the prediction performance of weak learners is better than 

random guess, there is still room for improvement. If there is a polynomial learning algorithm that can learn a specific concept 

(recidivism risk prediction) and obtain better performance than the weak learner, the concept is considered to be strongly 

learnable, and this polynomial learning algorithm is defined as a strong learner. As shown in Figure 2, nXXX ......, 21  

represents the data set needed by the training model, and nKKK ......, 21  represents the different weak learners trained based 

on the data set. Ensemble learning can construct and combine multiple weak learners to form a new strong learner to complete 

the learning task and obtain better performance. This process can be called multi-classifier system or committee-based learning. 

Bagging and Stacking all belong to the classification strategies of ensemble learning [12-14]. In recent years, due to their 

excellent performance, Bagging and Stacking have attracted extensive attention from academia and industry [15]. This work is 

to use Bagging and Stacking strategies to construct strong classifiers on the basis of weak learners. The author uses the relevant 

information of a large number of prisoners’, a set of rules which can judge whether the independent individual has the 

tendency of recidivism is established. At the same time, the subjective and objective factors leading to recidivism have been 

found out to some extent, which can guide the formulation of relevant social policies to reduce the crime rate, so as to open up 

a new idea to deal with the related problems in the judicial field with the concept of data driven [16-17]. 
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Figure 2. Construction process of strong learner 

PREVIOUS WORK 

Bagging algorithm is a group learning algorithm proposed by Leo Breiman in 1996. Different models usually do not produce 

exactly the same error on the test set. Based on this point of view, Bagging algorithm can train several different models 

separately and let all models vote to complete the output of test sample prediction conclusion, so as to improve the accuracy 

and stability of single weak classifier prediction. Random Forest (RF) is the evolution of Bagging algorithm, it makes voting 

through multiple decision tree models to complete the final decision, and weak learners complete the training process based on 

different sample subspaces, and there is no dependency among different decision tree models [18]. 

Decision tree is a prediction model of attribute structure, which represents a mapping relationship between object attributes and 

object values. Its basic idea is to induce a set of judgment rules from the training set, so that this rule has less conflict with the 

data set and has good generalization ability. The loss function is regularized maximum likelihood function, which is expressed 

as follows: 


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|| T  represents the number of leaf nodes, t  represents the leaf nodes of the decision tree T , t  including tN  sample 

points, )(TH t  represents the information gain or Gini coefficient of the leaf nodes, and 0 . Based on the expression, it 

can see that each node in the decision tree has an impure index, the information gain or Gini coefficient is usually used as the 

impure index. Each time the feature with the highest impure is selected for splitting, so the impure index of the child node must 

be lower than that of the parent node. The construction process of decision tree is around the optimization of an impure index 

[19]. In 1948, Claude Elwood Shannon, the father of information theory, put forward the concept of information entropy. 

Assuming that the sample set D  contains m  different samples, in the target task 2=m , that is, individuals with 

recidivism risk and individuals without recidivism risk, based on a certain characteristic, the proportion of each type of sample 

is )......2,1( mkpk = , so the information entropy of set D  is defined as follows:  
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The decision tree of ID3 model takes information gain as the index of impure, information gain represents the degree to which 

the uncertainty of the sample set is reduced when the information of a feature is known [20-21]. Expressed as: 
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That is, information entropy minus conditional entropy, conditional entropy represents the entropy of the set divided according 

to a certain feature. The greater the information gain of the feature, the more concise the tree can be by using this feature as the 

root node of the tree. The decision tree of CART model takes Gini coefficient as the impure index. Assuming that the sample 

set D  contains m  different kinds of samples, )......2,1( mkpk =  it represents the probability that the sample belongs to 
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the category k  [22], then the Gini coefficient is expressed as follows:  
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As shown in Figure 3, Random Forest is a model composed of many decision trees. Its randomness is reflected in the training 

set (sample subspace) of random sampling, each decision tree classifier learns on different subsets of the sample space. On the 

other hand, it is reflected in the random feature subset, that is, when each node is divided in the decision tree construction, a 

group of features are randomly selected instead of using the complete feature space. Because the random sampling is used in 

the process of constructing the training set and node segmentation, the trained model has small variance and strong 

generalization ability. The prediction conclusion of Random Forest is based on the prediction results of all decision trees. The 

number of votes obtained by different classification results is counted, and the category with the most votes is taken as the final 

prediction conclusion. It can see that each single decision tree is a weak classifier, and the Random Forest algorithm integrates 

them into a strong learner. Generally, random forest can obtain higher classification accuracy than single optimal decision tree 

[23-24]. 

 
Figure 3. Implementation process of random forest algorithm 

Stacking strategy trains a meta-model to combine the heterogeneous weak learners and obtain the final prediction results 

according to the prediction results of different weak learners. The goal of Bagging strategy is to obtain an integration model 

with smaller variance than its components, and the goal of Stacking strategy is to generate an integration model with lower bias 

than its components. Stacking strategy was proposed by David h. Wolpert in 1992, and Leo Breiman proposed "stacked 

regressions" by combining generalized linear model and stacking strategy in 1996. Thereafter Mark J. Van der Laan from UC 

Berkeley theoretically proved the effectiveness of stacking method in 2007. In recent years, breakthroughs have been made in 

the breadth and depth of Stacking strategy application, which is reflected in the emergence of new data allocation strategies 

and the emergence of deep-seated stacking (more than three layers) [25]. How to use a new Stacking strategy to complete the 

task of recidivism risk prediction and compare its performance with Bagging strategy will be showed in the following chapters 

of this paper. 

FEATURE ENGINEERING 

The training data for the intelligent model designed by this study is based on criminals who served sentences in Iowa, USA 
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from 2010 to 2015, as well as follow-up data on recidivists from 2013 to 2018, and data on recidivism within 3 years after their 

first release from prison , the data has been published on the Kaggle platform(https://www.kaggle.com). The author use 

Principal Component Analysis (PCA) to reduce the dimensionality of the data by finding the direction with the highest 

variance in the data, visualize high-dimensional sample feature space data into two dimensions to better understand and 

interpret the data. As shown in Figure 4, the sample space contains 26020 independent sample points. The sample points 

indicate the persons who are serving their sentences or have been released after serving their sentences. The red marking points 

refer to the persons who have recidivism behavior in the three-year tracking period, representing the high-risk individuals with 

recidivism tendency. The yellow marking points refer to the persons without recidivism, representing the low-risk individuals 

with recidivism tendency. Here the horizontal and vertical coordinate values only have geometric spatial significance and do 

not have physical significance of real world. 

 
Figure 4. Sample space 

The possibility of an independent individual's recidivism is related to social environment, physiological factors, psychological 

factors, prison management factors, and social factors after being released from prison. As shown in Figure 5, it is the feature 

space of an independent individual after quantitative treatment, which covers 10 features with low or high correlation with 

recidivism tendency, the horizontal axis represents ten different features, and the vertical axis represents the range of sample 

coverage in each feature space. As to the correlation between these characteristics and recidivism, it is difficult to make 

accurate judgment or quantitative conclusion from the perspective of criminal psychology or social psychology. Therefore, it 

will be an arduous task to establish a prediction model of recidivism based on artificial experience, and there is the bottleneck 

that is difficult to break through. It will be a brand-new attempt to find association rules and establish scientific and objective 

prediction method by machine learning in the background of big data. Meanwhile, it has optimistic prospects. This work is to 

make some efforts in this direction. The personal information of relevant personnel collected in the data set includes: 1.The 

time span of tracking, that is, the time span from the time when the person is released to the end of tracking. In this project, the 

tracking period of all personnel is 3 years, and the risk degree of recidivism is marked by whether the person has committed a 

crime or not during the tracking period. 2. Race - ethnicity of the person concerned indicates the correlation between different 

cultural background and living habits and recidivism. 3. The author divided the age of relevant personnel into five different age 

groups, such as teenagers, middle-aged and old people. Age factor in crime is one of the factors that affect the formation of 

criminal psychology. Crime statistics in various countries show that the age of high incidence of crime is mostly between 16 

and 20 years old,this age group has the characteristics of emotional instability and impulsiveness, and is vulnerable to adverse 

factors, so that they go back to the road of crime after being released. The crime rate of the elderly over 60 years old and the 

children under 14 years old is relatively low. 4. The sentencing levels obtained by the relevant personnel before they are 

released, such as Serious Misdemeanor (one year's sentence), Aggravated Misdemeanor (two years' sentence), Simple 
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Misdemeanor (30 days' sentence), etc. 5. The conviction types of related personnel, such as Drug, Violence, Public Order, etc. 

6. The conviction sub-types of related personnel, such as Burglary, Theft, Assault, etc. 7.The jurisdiction in which the relevant 

person lives during the tracking period. There are differences in management measures, social security and personnel quality in 

different regions. It is generally believed that there is a causal relationship between social living environment and recidivism 

tendency. 8&9.Specific reasons for the release of relevant personnel, such as Parole, Discharged End of Sentence, Special 

Sentence, etc. 10.In order to reduce the crime rate of parole, bail and released prisoners, the federal government of the United 

States will take relevant education and assistance policies for these target groups, but its effectiveness has not been accurately 

concluded [26-29]. 

 
Figure 5. Feature space 

METHODS AND EXPERIMENTAL RESULTS 

Random Forest 

Random Forest is a combination of decision tree and Bagging. Bagging is constructed based on decision tree and randomness 

is introduced in the generation process of decision tree [30]. The execution process of the algorithm is expressed as follows: 

a. Existing data set:  

]),1[}(,......,,{ 321 miyxxxxD iiniii =                           (5) 

In the target task 26020=m , iy  is label, indicating the crime situation of 26020 released personnel within three years, that 

is, whether there is a crime again, 10=n  represents 10 features in the feature space that are related to recidivism. Sampling 

space ( ) nm
nm


  can be generated by sampling with return. 

b. A weak learner decision tree is constructed, based on each sampled data set: 
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According to the process mentioned above, different decision trees are generated after training. The prediction result of each 

decision tree for unknown samples is )(xh j . 

c. After t times of training, the following conditions were met:  
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Among this formula,   means a decision fusion algorithm. The author adopt the relative majority voting method, that is, the 

author takes the more prediction conclusion of all decision trees as the final prediction conclusion [31]. 
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Stacking 

As shown in Figure 6, the stacking strategy is a two-layer structure. In the first layer, eight different weak classifiers are used to 

train the training samples, and then the prediction results are used as the training samples of the second layer. In the second 

layer, Multinomial Naive Bayes classifier (MultinomialNB) is used as a meta- model to integrate weak learners. The weak 

classifiers as follows: 

I. A Random Forest classifier based on ID3 pattern decision tree. 

II. A Random Forest classifier based on CART pattern decision tree. 

III. A ID3 model decision tree. 

IV. A CART model decision tree. 

V. K-nearest neighbor classifier (KNN) is a nonparametric learning algorithm. When it is necessary to predict what category an 

unknown sample belongs to, count the categories of k  known samples closest to it, the category with more quantity is the 

prediction conclusion [32]. Euclidean distance is used to calculate the distance: 


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In the formula, x  is the unknown sample, y  is the known sample, n  is the size of the feature space, covering ten different 

factors that have correlation with the recidivism in the data set. The algorithm can be interpreted as that existing an unknown 

individual, and a certain group of people has high similarity with this individual. If the majority of the group is the personnel 

without recidivism within three years after release, the individual can be judged to be the low risk of recidivism. 

VI. Naive Bayes is a generative model, which is widely used in document classification and spam filtering. Given a particular 

individual in this task, he has some characteristics as ( )nfeaturefeaturefeature ......, 21 . It covers the age of the individual, 

the type of crime he has committed, and the reasons for his release,etc.. There are two different classification labels, indicating 

low risk of recidivism and high risk of recidivism. The goal of this task is to determine which label this individual belongs to, 

if satisfied:  

)......,|2()......,|1( 2121 nn featurefeaturefeaturelabelpfeaturefeaturefeaturelabelp      (9) 

It can be considered that this individual belongs to the low-risk group of recidivism. Naive Bayes uses maximum a posteriori 

probability estimation method, the joint distribution ),( featureslableP  of feature space X  and target space Y  is 

trained by learning, the distribution of posterior probability )|( featureslableP  is derived. Then, the maximum likelihood 

estimation method is used to estimate the posterior probability )|( newnew featureslableP  of the new target [33]. The 

calculation method is expressed as follows: 
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For a priori probability )|( labelfeaturep  on different data sets, can choose different Naive Bayes classifiers to obtain 

better performance, but it is still difficult to accurately grasp the distribution law of data and quantify the features reasonably 

on this basis, usually, only try. It can effectively integrate the advantages of various Naive Bayes classifiers through the 

integration strategy to achieve more accurate prediction. When Bernoulli Naive Bayes classifier is used, the feature attribute 

should be quantized as an independent Boolean type value. The conditional probability of one feature is expressed as follows: 
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Where the size of the sub sample space is n , kC  is the type of the sample. If the proportion of individuals over 30 years old 

in the sample subspace of recidivists is 20%, the conditional probability value is 0.2. 

VII. When Gaussian Naive Bayes classifier is used; conditional probability of the feature is expressed as: 
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If the average age of the sample subspace without recidivism within three years is 32 years old, then 32=k . k  represents 

the variance of a certain feature value in the sample subspace to measure the dispersion of the data. If the 30-year-old group 

accounts for 5% of the group with recidivism within three years, the conditional probability value is 0.05. 

Ⅷ. Logistic Regression classifier is usually used to deal with binary classification problems, especially for data with strong 

correlation between features and tags. It has the characteristics of simple principle, strong anti noise and parallelization. In the 

long-term practice, it has been proved that the model can obtain better performance than the tree model classifier on 

small-scale dataset. The loss function of the classifier is derived based on maximum likelihood estimation, which is used to 

measure the information loss of the model with parameter   when fitting the training data, so that the training model and 

training data can be better fitted, the loss function is expressed as: 
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  is a group of parameters solved, m  is the number of training samples, iy  is the label of training samples, that is, 

whether there is crime again in the tracking period, and )( ixy  is the predicted value, that is, the return value of prediction 

model calculated based on parameter  , ix  represents the characteristic value of sample i . In order to avoid better 

performance of the model in the training set and poor performance in the verification set, the author further add a penalty term 

to the loss function to adjust the effect of the model fitting. The new loss function is expressed as follows: 
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( )J  is the original loss function, C  is the super parameter controlling the degree of regularization, n  is the size of the 

parameter space, and the added norm 2L  is the square root of the sum of squares of each parameter in the parameter vector 

[34-35]. 

Meta-model: Multinomial Naive Bayes classifier uses the prediction results of eight base learners in the first layer of Stacking 

framework as the training set to train again. Therefore, each sample in the second level training set has eight features, which 

represent the prediction results of different classifiers in the first layer. The author think that the new feature space is more in 

line with the form of polynomial distribution. At the same time, the author uses smooth processing in the calculation of prior 

probability )( kCP  and conditional probability )|( ki CxP , so as to avoid that because a certain feature has not appeared in 

the training set resulting in 0)|( =ki CxP and a posterior probability of 0. The calculation formula is expressed as follows: 
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Where the total number of samples is N , k  is the number of categories, 
kCN  is the number of samples with category kC , 

and   is the smooth value.  
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Where the dimension of the feature is n , 
ki CxN ,  is the number of samples with the ith  characteristic value is ix  in the 

sample space of class kC  [36].   is the smoothing value. The author set   to 1, that is, Laplace smoothing. Or Lidstone 

smoothing can be used, and the value range of  should be set to (0, 1). 
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Figure 6. The structure of stacking algorithm 

The basic idea of Stacking strategy can be understood as: first, the first layer of primary learners are trained by using the initial 

training set, and then a new data set is generated based on the prediction results of primary learners to train the second level 

secondary learners. As shown in Figure 7, the author takes 67% of the total data as the training set of the first layer, that is, the 

original training set, and 33% of the total data as the test set. In the process of constructing the second level feature (met 

feature), in order to avoid over fitting and information leakage, the original training set is divided by the method of five fold 

cross validation. After the original training set is divided, it is recorded as 5......2,1 traintraintrain . First, the data of 

52 traintrain −  is used to train the base model, then the trained model is used to predict the data of 1train , and the 

prediction result is used as the meta feature generated by the base model1(RFC (ID3)). In the same way, the author uses the 

data of 5,4,3,1 traintraintraintrain  to train the basic model, and then use the trained model to predict the data of 2train . 

The prediction results are used as the Meta features generated by the base model1 from 5,4,3,1 traintraintraintrain . The 

above operations are repeated to obtain the Meta features generated by the base model 1 for the whole original training set. The 

same method is used to generate Meta features for other base models, such as RFC (CART) and Logistic Regression, to form 

the Meta feature set for the training of meta-model of the second layer (MultinomialNB). Each base model predicts the original 

features of the test set after one training, and five training based on different data can predict five groups of different 

conclusions, and take their mean value to construct new features of the test set [37-38]. 

 
Figure 7. The execution flow of stacking algorithm 
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The execution process of the algorithm is expressed as follows: 

Input training set )},)......(,(),,{( 2211 mm yxyxyxD = , m  is the number of training samples, ix  is the characteristics of 

the person being tracked, iy  is the label to indicate whether the tracked person has recidivism within three years. 

(Ⅰ) Select the junior learning algorithm T ......, 21 , 8=T , which are Random Forest classifier, decision tree classifier, 

Logistic Regression classifier and so on. 

(Ⅱ) Select the secondary learning algorithm  , the author uses Multinomial Naive Bayes classifier. 

(Ⅲ) The output is:  

))()......(),(()( 21

' xhxhxhhxH T=                           (17) 

Based on the prediction results of the primary learning algorithm, the secondary learning algorithm integrates all the classifiers 

into strong learners to complete the prediction with higher classification accuracy. 
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Based on Bagging and Stacking strategies, the author constructs a recidivism risk prediction model. The following work will 

divide the sample space randomly, using 33% of the samples as the test set and 67% of the samples as the training set. Ten 

groups of independent experiments are conducted to evaluate the performance of different classifiers. As shown in Figure 8, 

Stacking model has a significant improvement in recognition accuracy compared with weak classifier decision tree model, and 

its recognition accuracy rate can reach 05.0665.0  , while the recognition accuracy rate of decision tree model is only 

005.0645.0  .The distribution of data in the data set and the correlation between data are very complex, it is difficult to 

accurately grasp the data by manual methods. Different weak classifiers will observe the data from different angles, as 

mentioned above, single decision tree algorithm pays more attention to the impure index when node splitting, KNN algorithm 

pays more attention to the distance relationship between different sample points, and Logical Regression algorithm uses the 

loss function evaluates the fitting degree of the models, so they can only play their respective advantages for specific data 

distribution patterns. The author uses the Stacking strategy to fuse the observation results of different classifiers, and observe 

the data space and data structure from various angles, by this method will obtain higher classification accuracy in the target 

task. At the same time, this advantage is widely applicable and does not depend on the specific data distribution form. 

Compared with the weak classifier, the random forest model does not achieve significant performance improvement. The 

Random Forest randomly selects part of the data to establish multiple decision trees, and the final prediction results refer to the 

https://m.baidu.com/s?word=Ⅰ&sa=re_dqa_zy
https://m.baidu.com/s?word=Ⅱ&sa=re_dqa_zy
https://m.baidu.com/s?word=Ⅲ&sa=re_dqa_zy
https://m.baidu.com/s?word=Ⅳ&sa=re_dqa_zy
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results of different decision trees. Although in most cases, it can avoid the prediction inaccuracy of single decision tree caused 

by the influence of outliers, the weights of all prediction functions are the same The results show that if the performance of 

multiple decision trees trained based on different samples and features are basically the same, Random Forest will be difficult 

to achieve performance improvement. Therefore, in terms of prediction accuracy, Stacking is a more ideal ensemble strategy 

for the target tasks [39-41]. 

 
Figure 8. Comparison of prediction accuracy based on Stacking and Random Forest 

As shown in Figure 9, the comparison of the over fitting performance between the Stacking model and the Random Forest 

model shows that the prediction accuracy of the Stacking model on the training set and the test set is basically the same based 

on the different segmentation ratio of the training set and the test set, and the prediction accuracy of the Random Forest model 

on the test set is slightly lower than that on the training set. In comparison, Stacking model not only has better prediction 

accuracy, but also has better performance in eliminating over fitting. A single decision tree is more sensitive to data changes, 

and it is easy to over fit the data set with a lot of noise. The trend of over fitting can be weakened by continual adding decision 

trees to the Random Forest model. The variance of generalization error of the model (reflecting the insensitivity that training 

data can not be effectively learned by the model) will gradually decrease, but the bias (reflecting the stereotyped memory 

ability of the model to the training data) did not change significantly. Therefore, with the expansion of the scale of the model, 

the degree of over fitting will eventually approach a specific value and cannot be continuously improved. It can see that there 

is still a slight over fitting phenomenon in the Random Forest model, at the same time, it is impossible to eliminate over fitting 

only by ensemble strategy. In the Stacking model structure, there are several weak classifiers in the first layer, among which 

KNN and single decision tree are high square difference algorithms. Although they can fit the training data well, they also learn 

a considerable number of noise points. The Logistic Regression classifier is a high bias algorithm, which uses the assumed data 

distribution to fit the data, although it can be used in some cases but it lacks flexibility, there are quite accidental factors in 

performance, and the generalization is low. The advantage of Stacking is to integrate the advantages of various weak classifiers, 

and effectively overcome the defects of different weak classifiers. By this method, the Bias-Variance-Tradeoff is realized 

through the ensemble method different from Bagging, which overcomes the model over fitting problem to a certain extent 

without losing accuracy and flexibility. Furthermore, with the decrease of training sample size, the performance of Random 

Forest model tends to decline, while the performance of Stacking model is relatively stable. This also shows that Stacking 

model is more suitable for learning under the condition of small amount of data [42-44]. 

In this task, it need to find high-risk individuals of recidivism as far as possible, and further take relevant intervention measures 

to these personnel. The completion effect is expressed by quantitative index TPR, and the higher the index, the better the 

system performance. At the same time, the author don't want to misjudge the low-risk individuals as the high-risk individuals, 

the FPR is the index to measure the system misjudgment rate. The lower the index is, the better the system performance is. 

These two indicators restrict each other. If the system is sensitive enough, it can identify the high-risk group of recidivism 

without significant characteristics, but the accompanying result is that the FPR index increases, that is, the risk of misjudgment 

will also increase at the same time. The goal of designing a strong classifier is to find a balance between the two indexes. 
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Taking TPR as the vertical axis and FPR as the horizontal axis, the ROC space is obtained, and the AUC value is the area 

covered by the ROC curve. As shown in Figure 10, based on the target task, both Stacking model and Random forest model 

exceed 0.6 on ACU index, and weak classifiers such as single decision tree (DTC), KNN, and Naive Bayes (MultinomialNB) 

cannot achieve this goal, which shows that the ensemble strategy can achieve higher recognition accuracy and lower 

miscalculation rate. The kernel function is used to map the data to the high-dimensional space in the model of Support Vector 

Machine classifier (RBF_ svc), and the linear inseparable problem between the low-risk samples and the high-risk samples in 

the original space is successfully solved, the ACU index reaches 0.602. It is not only a small sample learning method with high 

robustness, but also has better performance than other weak classifiers in the target task, but compared with the ensemble 

strategy, especially Stacking model, there is still a little gap. This result can be explained as: Stacking algorithm effectively 

ensemble different weak classifiers through training set reconstruction, and successfully breaks through the performance limit 

of a single weak classifier, it is impossible for SVM classifier to achieve this goal only by adjusting parameters. Boosting 

model is a different ensemble learning strategy, the difference between Boosting model and Bagging model is that the basic 

learner uses the weighted data to train. During the training process, the weight of error classification sample points will be 

increased, and the weight of correct classification sample points will be reduced. In the Figure 10, it can see that the 

performance of AdaBoost classifier is significantly improved compared with weak classifier, which is close to the performance 

of Stacking model, and better than Random Forest classifier, because it further introduces gradient promotion strategy on the 

basis of Bagging model. Expanding the research scope and depth of Boosting strategy in this field, comparing with other 

ensemble strategies in different performance indexes, and seeking reasonable explanation based on performance differences 

will be one of the key contents of the next work [45-46]. 

 
Figure 9. Comparison of prediction performance based on training set and test set 

The goal is not only to accurately predict the possibility of recidivism of unknown samples, but also to find out some important 

factors leading to recidivism, and to establish corresponding prevention and control measures and Countermeasures to reduce 

the crime rate. As shown in Figure 11, the comparison of the importance of different characteristics in the prediction process of 

Random Forest model shows that all the features participate in the prediction of the possibility of recidivism to some extent. 

This shows that recidivism is the result of the combination of static and dynamic factors, individual factors and external 

environmental influence, and the comprehensive operation of various mechanisms. Objectively speaking, it is quite difficult to 

accurately predict it. The research on the correlation between age, race, crime type and recidivism has achieved preliminary 

results, but there is still no broad consensus in the academic community. The researchers tend to think that the recidivism is the 

result of a variety of different internal and external factors, so predicting through artificial experience based on different 

isolated influencing factors will be difficult to solve this problem efficiently. With the improvement of computer hardware 

ability and the development of statistical theory, based on large-scale personnel tracking data, the author establishes a 

data-driven prediction model, which can effectively explore the potential correlation of data, and open up a more optimistic 

research path for the research of recidivism risk prediction. During the execution of Stacking model, in order to obtain higher 

classification accuracy, the second level meta-classifier uses the prediction results of the first level basic classifier to train the 
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model, so the original features will not directly participate in the final decision. The researchers can not observe the importance 

of the original features in the decision-making process and guide the actual work in different application scenarios based on 

this, which reduces the interpretability and application value of Stacking model to a certain extent [47-48]. 

 
Figure 10. Comparison of different classifiers based on ROC curve 

 
Figure 11. Comparison of the importance of different features in decision making process 

CONCLUSION 

The paper shows that the recidivism is the result of the interaction of known or unknown internal and external factors such as 

the offender's personal psychological factors, personality traits, environmental changes, etc., so it is a difficult task to find the 

causal relationship between recidivism behavior and various features and establish association rules by artificial prediction. 

Since the 1980s, most of the researches in this field have focused on making various types of assessment scales by model 

driven method. Although the qualitative research has evolved into quantitative research, the development of the scale still 

follows the traditional psychological research process of group control, questionnaire survey and statistical analysis. The basic 

idea is to establish the scale based on the researchers' subjective hypothesis a specific prediction model, by fitting the unknown 

data through the model, can not deeply mine the distribution law and potential association relationship of the data; there is 
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considerable contingency and the interference of the researcher's subjective factors. Even if the relatively ideal reliability and 

validity are obtained in some sample spaces, the model will also have a large generalization error. 

With the improvement of computer hardware performance, more researchers tend to think that solving such problems should 

be driven by data or the problem itself, rather than relying on model driven. In recent years, the risk assessment of recidivism 

based on data-driven has gradually attracted the attention of academia. The research method of machine learning is to analyze 

the data by algorithm, construct statistical model through training data, learn from the data and establish mapping rules for 

prediction. However, researchers mostly use weak classification such as Support Vector Machine, single decision tree, Naive 

Bayes and so on, although these methods have their own advantages in different data background, the generalization ability is 

insufficient and the space for performance improvement is limited. Based on ensemble learning strategy, the author builds a 

two-layer Stacking model. The author uses KNN, single decision tree, Naive Bayes and other weak classifiers as the first level 

learners, and reconstruct the feature space by K-fold cross validation. And then the Multinomial Naive Bayes model is used as 

the meta-classifier, and the strong classifier with better performance is trained in the second layer based on the new feature 

space. The new fusion model can solve the Bias-Variance-Tradeoff and TPR-FPR-Tradeoff problems. It is not only 

significantly better than many classical weak classifiers, but also better than the Random Forest model based on Bagging 

strategy in the prediction accuracy, ACU area, and elimination of over fitting and small sample learning Maybe. At present, the 

prediction accuracy of this model has exceeded that of artificial experience, prediction accuracy of artificial experience is only 

about 60%, but there is still room for improvement. At the level of training data, can continue to add features related to 

recidivism tendency, such as behavior trajectory, correspondence, network behavior, etc., but the acquisition of this information 

will involve the violation of personal privacy to a certain extent, which increases the difficulty for further research. At the same 

time, human physiological information such as gene map, bioelectrical signal and medical image can also be added to the 

feature space of training samples, although the direct correlation between these information and recidivism has not been widely 

recognized by the academic community. At the algorithm level, can optimize the combination structure of basic classifiers in 

the first layer of Stacking model, select more ideal meta-classifier in the second layer, and try to increase the depth of Stacking 

model. Boosting strategy is also based on the idea of ensemble learning. In this research, it has also achieved better 

performance, which can be used as a means of further research. The above will be the next step research contents on recidivism 

risk prediction which based on data driven. 
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